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Abstract

Let G be the complex symplectic or special orthogonal group and g its Lie algebra.

With every point x of the maximal torus T ⊂ G we associate a highest weight module

Mx over the Drinfeld-Jimbo quantum group Uq(g) and a quantization of the conjugacy

class of x by operators in End(Mx). These quantizations are isomorphic for x lying

on the same orbit of the Weyl group, and Mx support different representations of the

same quantum conjugacy class.
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1 Introduction

This paper is a sequel of a series of works on quantization of semisimple conjugacy classes

of a non-exceptional simple Poisson group G, [1]-[5]. It is done in the spirit of [6] devoted

to G = SL(n) and can be viewed as a uniform approach to quantization that includes

the results of [1]-[5] as a special case. The earlier constructed quantum conjugacy classes

were realized by operators on certain modules of the quantized universal enveloping algebra

Uq(g) of the Lie algebra g of the group G. For a large number of examples, this theory is
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parallel to the U(g)-equivariant quantization of semisimple adjoint orbit in g ≃ g∗, [1, 7, 8].

In both cases, G and g, the quantized algebra of polynomial functions is represented on

parabolic Verma modules, respectively, over Uq(g) and U(g). However, adjoint orbits in

G are in a greater supply than in g. Quantization of some of them requires more general

modules, which cannot be obtained by induction from a character of the parabolic extension

of the stabilizer, [3, 4]. Moreover, the latter itself disappears as a natural subalgebra in

Uq(g). This observation makes us take a more general look at already constructed quantum

homogeneous spaces and conclude that they were obtained through a very special choice of

the initial point. Such points are distinguished by their isotropy subgroups, whose triangular

decomposition perfectly matches the triangular decomposition of G. All they are of Levi

type, as for semisimple orbits in g, and their basis of simple positive roots of is a part of

the basis of the total group. That is violated for stabilizers of non-Levi type appearing

among conjugacy classes in G. At the same time, one can apply a generic Weyl group

transformation to the initial point in g and break the nice inclusion of root bases in the Levi

case. In this respect, a generic initial point whose stabilizer is isomorphic to a Levi subgroup

has much similarity with essentially non-Levi one. It makes sense therefore to extend the

original approach to quantization and consider all points on the maximal torus (the Cartan

subalgebra) for initial. They belong to the same conjugacy class if and only if they lie on

the same orbit of the Weyl group. We associate a module of highest weight with every such

point and realize the quantization of its cojugacy class by linear operators on that module.

Points on the same Weyl group orbit give rise to isomorphic quantizations, which can be

regarded as different representations of the same quantum homogeneous space. They can

also be thought of as different polarizations of the same algebra.

There are other interesting problems related to quantum homogeneous spaces, such as

quantization of associated vector bundles, star product formulation etc. That is well under-

stood for classes with Levi isotropy subgroups, through the mechanism of parabolic induc-

tion, [10]-[14]. At the same time, the difference between Levi and non-Levi conjugacy classes

is qualitative, and alternative representations of Levi classes could be a bridge between the

two cases. A uniform approach to quantization may help to understand the non-Levi case

too.
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1.1 Preliminaries

Let G be the complex orthogonal or symplectic connected algebraic group of N×N -matrices

preserving a non-degenerate skew-diagonal symmetric or, respectively, symplectic form on

CN . Given a basis {wi}
N
i=1 ∈ CN , we fix the triangular decomposition g = g−⊕h⊕g+ so that

the Cartan subalgebra is represented by diagonal matrices, while the nilpotent subalgebras

g± by strictly upper (+) and lower (−) triangular matrices. The basis elements wi carry

weights εi ∈ h∗ satisfying εi′ = −εi, where i
′ = N + 1 − i. Fix the inner product (., .) on

h∗ so that the weights with i 6 N
2
form an orthogonal basis. Let n designate the rank of g.

We choose a basis Π+ of simple roots in h∗ as αi = εi − εi+1, i < n, and αi = εn, αi = 2εn,

αi = εn−1 + εn for, respectively, g = so(2n + 1), g = sp(2n), and g = so(2n). Denote by

R and R+ the sets of all and positive roots of g. When we need to distinguish the roots

systems of a subgroup, we mark it with the corresponding subscript.

Denote by T the maximal torus of G exponentiating the Cartan subalgebra h ⊂ g. Given

a point x ∈ T , denote by K ⊂ G its centralizer subgroup with the Lie algebra k, which is

a reductive subalgebra of maximal rank in g. The triangular decomposition of g induces a

triangular decomposition k = k+ ⊕ h ⊕ k−. There are inclusions Rk ⊂ Rg and R+
k ⊂ R+

g ,

but not Π+
k ⊂ Π+

g in general. If the latter holds, K is said to be a regular Levi subgroup

of G. If K is not isomorphic to a Levi subgroup, we call it pseudo-Levi. We call it regular

if a maximal Levi subgroup among those contained in K is regular. Similar terminology

is used for its Lie algebra k. Collectively we call K and k generalized Levi subgroups and

subalgebras.

The canonical inner product (., .) on the dual vector space h∗ identifies it with h. Let

hλ ∈ h denote the image of λ ∈ h∗ under this isomorphism. Fix a generalized Levi subalgebra

k ⊂ g. By c∗k we denote the set of weights λ ∈ h∗ such that (λ, α) = 0 for all α ∈ Rk and by

c∗k,reg ⊂ c∗k the set of weights such that (λ, α) = 0 ⇔ α ∈ Rk. For each λ ∈ c∗k the element

e2hλ ∈ G commutes with K, and k is exactly the centralizer Lie algebra of x = e2hλ once

λ ∈ c∗k,reg.

The coordinate ring C[Ox] is a quotient of C[G] by a certain G-invariant ideal. To describe

this ideal, observe that x determines a 1-dimensional representation χx of the subalgebra

of invariants in C[G] (under the conjugation action). Apart from SO(2n), it is generated

by traces of the matrix powers of (Xij), where Xij are the coordinate functions on G. In

the special case of SO(2n) one has to add one more invariant that is sensible to the flip of

the Dynkin diagram, in order to separate two SO(2n)-classes within a O(2n)-class whose

eigenvalues are all distinct from ±1. Furthermore, the matrix X , when restricted to Ox,
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satisfies an equation p(X) = 0 with a polynomial p in one variable. The entries of the

matrix p(X) are polynomial functions in Xij. The defining ideal of Ox is generated by the

entries of p(X) over the kernel of χx, provided p is the minimal polynomial for x.

A pseudo-Levi subgroup K contains a Cartesian product of two blocks of the same type

as G. They correspond to the eigenvalues ±1 of the matrix x, which are simultaneously

present in its spectrum. For the symplectic group, it is SP (2m)× SP (2p), where m, p > 1.

For the odd orthogonal group, it is SO(2m) × SO(2p + 1), where m > 2, p > 0. For the

even orthogonal group, one has SO(2m)× SO(2p), where m, p > 2. The lower bounds on

m, p come from the isomorphism SO(2) ≃ GL(1): if the multiplicities of ±1 are small, then

the isotropy subgroup stays within the Levi type. We distinguished such conjugacy classes

as borderline Levi because they share some properties of both types, [5].

The quantized polynomial algebra C~[Ox], ~ = log q, is described as follows. The algebra

C[G] is replaced with C~[G], which is an equivariant quantization of a special Poisson bracket

on G, [9]. This bracket makes G a Poisson-Lie homogeneous space over the Poisson group

G equipped with the Drinfeld-Sklyanin bracket [15], with respect to the conjugation action.

The algebra C~[G] admits an equivariant embedding into the corresponding quantum group

U~(g) ⊃ Uq(g). As a subalgebra in U~(g), it is generated by the entries of the matrix

Q = (π ⊗ id)(R21R), where R is the universal R-matrix of U~(g) and π stands for the

representation homomorphism Uq(g) → End(CN). The factor R21 is obtained by flip of

the tensor legs of R. This embedding makes a Uq(g)-module into a C~[G]-module and the

representation homomorphism of C~[G] automatically Uq(g)-equivariant.

The subalgebra of invariants in C~[G] coincides with its centre, which is generated by

q-traces of the matrix powers of Q (apart from the special case of SO(2n), as mentioned

above). The “quantum initial points” can be described as follows. Let ρk =
1
2

∑

α∈R+

k

α be

the Weyl vector of the isotropy subalgebra k. Let c∗k be the orthogonal complement to CΠ+
k .

Denote C∗
k,reg =

1
~
c∗k,reg + c∗k + ρk − ρ and C∗

k = 1
~
c∗k + c∗k + ρk − ρ. By construction, C∗

k is the

subset of λ ∈ 1
~
h∗⊕h∗ such that q2(λ+ρ,α) = q(α,α) for all q if α ∈ Π+

k while C∗
k,reg ⊂ C∗

k satisfies

this condition only if α ∈ Π+
k .

With λ ∈ C∗
k,reg we associate a moduleMλ of highest weight λ, so that the image of C~[G]

in End(Mλ) is a quantization of C~[Ox]. It is a parabolic Verma module if and only if k is a

regular Levi subalgebra. Irregular Levi subgroups also appear as stabilizers of initial points

in g, so our approach is as well applicable to the U(g)-equivariant quantization of adjoint

orbits in g.

The highest weight of Mλ defines a central character of C~[G], whose kernel is expressed
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through q-traces of the matrix powers Qk. The matrix Q yields an invariant operator on

CN ⊗ Mλ, and its minimal polynomial is determined by module structure of the tensor

product. The annihilator of Mλ is then generated by the entries of the minimal polynomial

over the kernel of the central character. The structure of CN ⊗Mλ is the key point of this

approach, and its analysis takes a great part of this exposition. This study is makes use of

some results on the Mickelsson algebras and Shapovalov inverse [16, 17] and based on the

study of the standard filtration of CN ⊗Mλ in what follows.

1.2 Quantized universal enveloping algebra

Throughout the paper, g is a complex simple Lie algebra of type B, C or D (the A-case has

been considered in [6]). We assume that q ∈ C is not a root of unity. Denote by Uq(g±)

the C-algebra generated by e±α, α ∈ Π+, subject to the q-Serre relations, [18]. Denote by

Uq(h) the commutative C-algebra generated by q±hα, α ∈ Π+. The quantum group Uq(g) is

a C-algebra generated by Uq(g±) and Uq(h) subject to the relations

qhαe±βq
−hα = q±(α,β)e±β, [eα, e−β] = δα,β

[hα]q

[ (α,α)
2

]q
,

were [z]q =
qz−q−z

q−q−1 . We work with the opposite comultiplication as in [18]:

∆(eα) = eα ⊗ 1 + qhα ⊗ eα, ∆(e−α) = e−α ⊗ q−hα + 1⊗ e−α,

∆(q±hα) = q±hα ⊗ q±hα,

for all α ∈ Π+. The quantized Borel subalgebras Uq(b±) ⊂ Uq(g), b± = g±+h, are generated

by Uq(g±) over Uq(h). The universal R-matrix is fixed to be an element of an extended tensor

product of Uq(b−)⊗Uq(b+). Its transposed version due to the opposite comultiplication can

be taken from [18], Theorem 8.3.9.

We use the notation ei = eαi
, and fi = e−αi

for αi ∈ Π+ in all cases apart from i = n, g =

so(2n+ 1), where we set fn = [1
2
]qe−αn . The corresponding commutation relation translates

to [en, fn] = [hαn ]q. With this normalization of generators, the natural representation of

Uq(g) on the vector space CN is independent of q, see the next section.

2 Natural representation of Uq(g)

By Γ we denote the root lattice Γ = ZΠ+ with Γ+ = Z+Π
+. Let I designate the set of

integers {1, . . . , N}. For β ∈ Γ+ we define P (β) to be the set of all pairs i, j ∈ I such that
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εi − εj = β. Let eij ∈ End(CN ), i, j ∈ I, denote the standard matrix units. The following

assignment defines a representation of g, which is equivalent to the natural representation:

π(eα) =
∑

(l,r)∈P (α) elr, π(fα) =
∑

(l,r)∈P (α) erl, π(hεi) = eii−ei′i′ . The action of the Chevalley

generators can be conveniently visualized by the diagrams

g = so(2n+ 1)

w1′

❜✛ ❜ . . .✛

w2′

❜✛

wn′

✛ ❜

wn+1

✛ ❜

wn

✛ ✛ ❜

w2

. . . ✛ ❜

w1

fα1
fα2

fαn−1
fαn fαn fαn−1

fα2
fα1

g = sp(2n)

w1′

❜✛ ❜ . . .✛

w2′

❜✛

wn′

✛ ❜

wn

✛ ✛ ❜

w2

. . . ✛ ❜

w1

fα1
fα2

fαn−1
fαn fαn−1

fα2
fα1

g = so(2n)

w1′

❜ ❜✛ ✛ . . . ✛

w2′1

❜

wn′+1

✛ ❜

wn′

✙ ✙
❜

wn

✛ ❜

wn−1

. . .✛ ✛ ❜

w2

✛ ❜

w1

fα1
fα2

fαn−2
fαn−1

fαn

fαn−1
fαn−2

fαn

fα2
fα1

Reverting the arrows one gets the diagrams for positive Chevalley generators of g.

We introduce a partial ordering on the integer interval I by setting i 4 j if and only if

there is a (monic) Chevalley monomial ψ ∈ Uq(g−) such that wj is equal to ψwi up to an

invertible scalar multiplier, wj = ψwi. This monomial, if exists, represents a path from wi

to wj in the representation diagram, which becomes the Hasse diagram of the poset. Such ψ

is unique, which is obvious for the series B and C and still true for D. Indeed, two different

paths from wn−1 to wn+2 yield the products fαnfαn−1
and fαn−1

fαn , which are the same due

to Serre relations. We denote this monomial by ψji. The relation ≺ is consistent with the

natural ordering on Z, and coincides with it unless g = so(2n). In the latter case n and n′

are incomparable.

In what follows, we also use the monomials ψij obtained from ψji by reverting the order

of factors. It is clear that ψij = ψimψmj for any m such that i 4 m 4 j.

Definition 2.1. We call ψij the principal monomial of the pair i 4 j.

Their significance will be clear later in the section devoted to the standard filtration of tensor

product modules.

Remark that all Chevalley monomials of weight εj − εi are obtained from ψij by permu-

tation of factors.
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We will also need another partial ordering on I that is relative to k: write i ⋖ j if wi

and wj ∈ Uq(k−)k−wi. Clearly i ⋖ j if and only if i ≺ j and wi, wj belong an irreducible

k-submodule in CN . Let Ik ⊂ I be the set of all minimal elements with respect to this

ordering and Īk be its complement in I. Elements of Ik label the highest weight vectors of

the irreducible k-submodules in CN .

2.1 Reduced Shapovalov inverse

In this section, we recall a construction of Shapovalov inverse reduced to End(CN)⊗Uq(b−).

It is given in [16] for the general linear and orthosymplectic quantum groups (see also [17] for

the general case). Note with care that [16, 17] deal with a different version of the quantum

group. To adapt those results to the current setting, one has to twist the coproduct by

q
∑n

i=1 hi⊗hi and replace q with q−1.

Given λ ∈ 1
~
h∗ ⊕ h∗ consider a 1-dimensional Uq(b±)-module Cλ with the representation

defined by the assignment q±hα 7→ q(λ,α), eα 7→ 0 for α ∈ Π+. Denote by Mλ the Verma

module Uq(g)⊗Uq(b+) Cλ with the canonical generator vλ, [19]. Let M
∗
λ denote the opposite

Verma module Uq(g) ⊗Uq(b−) C−λ of the lowest weight −λ. There is an invariant pairing

Mλ ⊗M∗
λ → C, which is equivalent to the contravariant Shapovalov form on Mλ, upon an

identification M∗
λ ∼ Mλ through an anti-algebra isomorphism Uq(g−) ≃ Uq(g+), [20]. We

also call it Shapovalov form.

Recall that a vector v 6= 0 in a Uq(g)-module V is called singular if eαv = 0 for all

α ∈ Π+. Singular vectors are defined up to a scalar multiplier. Reduced Shapovalov inverse

is a matrix F̂ =
∑j

i=1 eij ⊗ f̂ij ∈ End(CN) ⊗ Ûq(b−), where the roof means extension over

the field of fractions of Uq(h). This matrix yields a singular vector F̂ (wj ⊗ vλ) in CN ⊗Mλ

for all j ∈ I. For generic λ the matrix F̂ is a homomorphic image of the Shapovalov inverse

lifted to Ûq(g+)⊗ Ûq(b−).

The entries f̂ij can be expressed through the Chevalley generators as follows. First

introduce fij ∈ Uq(g−) for all i < j, which are closely related to the R-matrix of Uq(g), [16].

Put fij = fj′i′ = fi for i− 1 = j < N+1
2

and

fij = [fj−1, . . . [fi+1, fi]q . . .]q, fj′i′ = [. . . [fi, fi+1]q , . . . fj−1]q, (2.1)

for i+ 1 < j 6 N+1
2

and all g. Furthermore,

fnn′ = (q−1 − 1)f 2
n, fi,n+1 = [fn, fin]q, fn+1,i′ = [fn′i′, fn]q, i < n, g = so(2n+ 1),

fnn′ = [2]qfn, fin′ = [fn, fin]q2 , fni′ = [fn′i′ , fn]q2, i < n, g = sp(2n),
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fnn′ = 0, fin′ = [fn, fi,n−1]q, fni′ = [fn′+1,i′, fn]q, i < n− 2, g = so(2n),

and finally, for i, j < n,

fij′ = q−δij [fn+1,j′, fi,n+1]qδij , N = 2n+ 1, fij′ = q−δij [fnj′, fin]q1+δij , N = 2n.

There exists an analog of Poincare-Birghoff-Witt (PBW) basis in Uq(g−) generated by certain

elements labeled by R+, which can be presented as deformed commutators of the Chevalley

generators, [18]. The presence of PBW bases allows to identify Uq(g−) with U(g−) as vector

spaces (and Uq(h)-modules). This identification makes Uq(g−) a deformation of U(g−). It

follows that fij are deformations of root vectors from g−.

Put ρi = (ρ, εi) for i ∈ I and introduce ηij = hi − hj + ρi − ρj −
||εi−εj ||

2

2
∈ h + C,

Aji = − q−q−1

q
2ηij−1

, for all i, j ∈ I such that i ≺ j. We call a sequence ~m = (m1, . . . , mk) a route

from m1 to mk if m1 ≺ . . . ≺ mk. To every route ~m we assign the products

f~m = fm1,m2
. . . fmk−1,mk

, Aj~m = Ajm1
. . . Ajmk

,

where mk ≺ j. Given another route, ~l = (l1, . . . , ls) with ~m ≺ ~l meaning mk ≺ l1, there is

a route (~m,~l) = (m1, . . . , mk, l1, . . . , ls). Define ρ̃i = ρi +
||εi||2

2
for all i ∈ I. Then f̂ij = 0 if

i > j, f̂ii = 1 and f̂ij =
∑

i4~m≺j f~m,jA
j
~mq

ηij−ρ̃i+ρ̃j for i < j, where the summation is done over

all routes (~m, j) from i to j. Note that the factor qηij−ρ̃i+ρ̃j comes from a different version

of the quantum group adopted in [6, 17].

Lemma 2.2. Suppose that α ∈ Π+
k ⊂ R+

g and (i, j) ∈ P (α). For all λ ∈ C∗
k,reg, the

specialization f̂ij [ηij ]q at weight λ is a deformation of a classical root vector, −fα ∈ g−.

Proof. Present λ as α = 1
~
λ0 + λ1 ∈ C∗

k,reg, λ
i ∈ h∗. Observe that a) e2λ

0
i = e2λ

0
j for all

α = εi−εj ∈ Π+
k once λ0 ∈ c∗k and b) there is no k such that i ≺ k ≺ j and e2λ

0
i = e2λ

0
k = e2λ

0
j

if λ0 ∈ c∗k,reg. Furthermore, write f̂ij [ηij]q = −fij −
∑

i≺~m~≺j fi,~m,jA
j
~m,jq

ρ̃j−ρ̃i , where the sum

is taken over non-empty routes ~m. For all k subject to i ≺ k ≺ j, the denominator in

Ajk|λ = − q−q−1

q
2ηkj |λ−1

tends to e2λ
0
k
−2λ0j − 1 6= 0 as q → 1. Therefore, the sum vanishes modulo

~, and fij tends to a classical root vector.

Define elements f̌ij = f̂ij
∏

i4k≺j[ηkj]q ∈ Uq(b−) for all i ≺ j. They satisfy the identity

eαf̌ij = −
∑

(l,r)∈P (α)

δl,iq
−(α,εl)f̌r,j[ηij ]q mod Uq(g)g−, ∀α ∈ Π+, (2.2)

Fix (i, j) ∈ P (α) for α ∈ R+ and suppose that λ = 1
~
λ0 + λ1 with λi ∈ h∗ satisfies the

condition [ηij |λ]q = 0 = [ηj′i′ |λ]q. Then there is a singular vector vλ−α of weight λ − α in

8



the Verma module Mλ. One can take vλ−α = f̌ijvλ provided it is not zero, since eαf̌ijvλ = 0

for all α ∈ Π+ by (2.2). If f̌ijvλ = 0 at some λ, one still can obtain vλ−α from f̌ijvλ (which

is polynomial in e±2(λ0,α), α ∈ Π+, for fixed λ1 and q) via renormalization, since singular

vectors are defined up to a scalar multiplier. In particular, if α ∈ k for some generalized

Levi subalgebra k and λ ∈ C∗
k,reg, then vλ−α ≃ fαvλ mod ~, by Lemma 2.2. Note that

f̌ijvλ ≃ f̌j′i′vλ if i 6= j′, as follows from the theory of Mickelsson algebras for quantum

groups, [21].

3 Standard filtration on CN ⊗Mλ

In what follows, we work out a tool for our analysis of CN ⊗Mλ, where Mλ is a generalized

parabolic Verma module of weight λ. In this section, we do it for the ordinary Verma module

Mλ = Uq(g) ⊗Uq(b+) Cλ with λ ∈ 1
~
h∗ ⊕ h∗. An essential part of our technique is a diagram

language, whose elements already appeared in [2, 4] and which is given a systematic treatment

here. The case of gl(N) was already studied in [6], so we do it for orthogonal and symplectic

g. We consider the standard filtration V• = (Vi)
N
i=1, {0} = V0 ⊂ V1 ⊂ . . . ⊂ VN = CN ⊗Mλ,

where Vi is generated by {ej⊗ vλ}, j 6 i. Its graded module grV• is a direct sum of Vj/Vj−1,

which are isomorphic to the Verma modules Mλ+εj (the proof of [22], Lemma 5, readily

adapts to quantum groups).

Given β ∈ Z+Π
+ we define Ψβ ⊂ Uq(g−) to be the subset of Chevalley monomials of

weight β. We assume that a pair (i, j) ∈ P (β) is chosen for this section. Having fixed an

order of elementary factors in ψ, we regard it a as path from vλ to ψvλ. We associate with ψvλ

a graph Hψ with nodes {vk} ∈ Mλ, v
j = vλ, v

i = ψvλ, and arrows being negative Chevalley

generators acting on Mλ. For ψ = ψij , this path is unique in almost all cases (except for

type D, where we eliminate the ambiguity by fixing the order as fαn−1
fαn). For principal ψ,

we are concerned not just with the terminating node ψvλ, but also in all intermediate nodes.

On the contrary, for non-principal ψ, only ψvλ is important for us, while the specific path is

immaterial.

We say that fα has length 2 if α = αn and g = so(2n). All other generators are assigned

with length 1. If all factors in ψ have length 1, we write ψ = φi . . . φj−1 with φk ∈ {fα}α∈Π+ ,

and we put set vk = φkv
k+1. Then the diagram Hψ is set to be

vi
❜✛ ❜ . . .✛

vi+1

❜✛

vj−1

✛ ❜

vj

φi φαi+1
φj−2 φj−1

9



Now suppose that ψ has (exactly one) factor of length 2. Write ψ = φi . . . φkφk+2 . . . φj−1,

where φk = fαn (there are j − i− 1 factors). Then the graph Hψ is

vi
❜✛ . . . ✛ ❜

vk

✙
×✛

vk+1

❜

vk+2

. . .✛ ✛ ❜

vj = vλ

φi φk−1 φk+2

φk = fαn

φj−1

Here we distinguish two cases. If ψ = ψij, then φk−1 = fαn−1
, and the dashed arrow fαn−1

is included in Hψ. The node vk+1 is set to fαn−1
vk+2. For non-principal ψ, the node vk+1 is

arbitrary (immaterial) and there is no arrow from vk+2 to vk+1.

We also consider a graph Vij , which is a part of the natural representation diagram of

Uq(g−) that includes all paths from wi to wj. We transpose it to make a vertical graph

oriented from top wi to bottom wj.

We denote by Arr(vk) the set of arrows originated at vk and similarly Arr(wm) the set of

arrows from wk. By construction, an arrow from node m to node k has length k −m.

Finally, we define tensor product Dψ = Hψ ⊗ Vij as a graph on a two-dimensional lattice

whose nodes are wmk = wk ⊗ vm ∈ CN ⊗Mλ and arrows are Arr(wmk ) = Arr(wk)⊗ id
⋃

id⊗

Arr(vm), The diagram is oriented so thatHψ-arrows and Vij-arrows are directed, respectively,

leftward and downward; the origin wji is in the right upper corner. We need only the

triangular part of the diagram including the nodes vkm with k+m > i+ j. The set {wkk}
j
k=i is

called principal diagonal. With ψ = ψij , the node wkk on the principal diagonal is wk⊗ψ
kjvλ,

k = i, . . . , j. Here is an example of diagram Dψ with all arrows of length 1:

Figure 1:

wi
i wi+1

i wi+2

i w
j−1

i w
j
i✛ ✛ ✛ . . . ✛ ✛

φi φi+1 φi+2 φj−2 φj−1

❄ ❄ ❄ ❄
wi+1

i+1
wi+2

i+1
w

j−1

i+1
w

j
i+1

✛ ✛ . . . ✛ ✛

❄ ❄ ❄
wi+2

i+2
w

j−1

i+2
w

j
i+2

✛ . . . ✛ ✛

❄ ❄...
...❵

❵

❵

❄ ❄

❄

w
j−1

j−1
w

j
j−1

✛

w
j
j
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The arrows represent the action of the Chevalley generators on the tensor factors CN (ver-

tical) and Mλ (horizontal). The following property of this action readily follows from the

coproduct of the Chevalley generators: suppose that φ ∈ Arr(vm) and φ 6∈ Arr(wk). If

vr = φvm, then φ(wmk ) = vrk, i.e., the horizontal arrow yields the action of φ on the entire

tensor product. In general, φ(wmk ) = vrk mod Cvms , where ws = φwk.

Suppose that nodes of a column segment BC (with C the bottom node) belong to a

Uq(g)-submodule M ⊂ CN ⊗Mλ. Let φ be a Chevalley generator assigned to a horizontal

arrow with the origin at this column. Consider the following situations:

1. The length of φ is 1.

(a) There is no vertical φ-arrow with the origin at C.

(b) There is a vertical φ-arrow with the origin at C.

2. The length of φ is 2, and the size of BC is 2 or greater. Let C ′ and C ′′ be the nodes 1

and 2 steps up, respectively.

(a) There is no vertical φ-arrow with the origin at C and at C ′.

(b) There is a vertical φ-arrow with the origin either at C or at C ′.

✛

✛A B

CD

1.a)

❄

✛

✛A B

C

C′D

❅■

1.b)

✠

✠

❄

❛

A B

C

C′

D

2.a)

②

✠

✠

✠

✠

❛

❛

❛

A B

C

C′

C′′D

2.b)

Definition 3.1. We call the transition from column BC to column AD an elementary move

or simply move of the length equal to the length of φ-arrow. The elementary moves 1.a) and

2.a) are called left. The elementary moves 1.b) and 2.b) are called diagonal.

Lemma 3.2 (Elementary moves). Under the conditions above, the column segment AD lies

in M .

Proof. Clear.

We will use elementary moves to reach a node or collection of nodes in the diagram starting

from the rightmost column, which is assumed to be in a submodule M . That way we prove

that the target nodes are in M .

11



LetD′
ψ ⊂ Dψ denote the subgraph whose nodes form the triangle lying above the principal

diagonal, i.e. {wmk }k+m>i+j.

Lemma 3.3. Suppose that ψ = ψij is a principal monomial. Then the linear span of D′
ψ

lies in Vj−1.

Proof. Suppose that all horizontal arrows in D′
ψ have length 1, as e.g. for g = so(2n + 1),

and g = sp(2n). Consider the diagram Dψ on Fig.2.a, where D′
ψ is the triangle ABC. The

column BC belongs to Vj−1 by construction. All arrows have length 1. Applying elementary

diagonal moves we prove that ABC is in Vj−1.

Now suppose there is a horizontal arrows of length 2. Assuming i 6 n − 1, n′ + 1 6 j,

consider the diagram Dψ where the triangle D′
ψ is denoted by ABC (cf. Fig.2.b). The

Figure 2:

❅
❅
❅

❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅

❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅❅

❄

✛

✛

i

j

ji

A D F B

E G′

G

C

a)

❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅

❅
❅
❅
❅
❅

❅
❅
❅
❅
❅
❅
❅
❅❅

❛

❛

❛

❛

❅
❅

❅

❄

❄

✛✛

✛

✛ ✠

✠

✠

✛

✠

i

j

ji

n−1

n

n′

n′+1

A D F H J B

E G′

G
L′′

I
L′

L

M

C

b)

rightmost column BC belongs to Vj−1 by construction. For each node in the trapezoid

JBCL there is a horizontal arrow of length 1. Those arrows are distinct from vertical

arrows for all nodes in the line L′M ⊂ JBCL. Apply the corresponding left moves to the

columns rested on L′M . This operation proves that trapezoid HBCI is in Vj−1. Then apply

the diagonal move of length 2 to the column JL and get FG ⊂ Vj−1. All arrows in the

triangle ADE have length 1, therefore ADE ⊂ Vj−1, via diagonal moves.

The case i = n, n′ + 1 6 j dysplayed on Fig.3.a is similar to already considered: all

horizontal arrows within D′
ψ are of length 1. The case i 6 n − 1, n′ = j is displayed on

Fig.3.b:
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Figure 3:

❅
❅
❅
❅
❅
❅
❅❅

❅
❅
❅
❅
❅
❅

❛

❛

❛❄

✛

✠

✠ i

j

ji

A B

C

a)

❅
❅
❅
❅
❅
❅

❅❅

❅
❅
❅
❅
❅
❅

❛

❛

❛

❄

✛

✛

✠

✠

✠

i

j

ji

A F D

E

B

G

C′

C′′

C

b)

Apply the diagonal move of length 1 to the column BC ′ and get DE ⊂ Vj−1. Then apply

the diagonal move of length 2 to BC ′ and get EG ⊂ Vj−1. Thence the entire triangle AFG

is in M .

Proposition 3.4. Suppose ψ ∈ Ψβ, (i, j) ∈ P (β), and ψ 6= ψij. Then wi ⊗ ψvλ ∈ Vj−1.

Proof. Consider a factorization ψ = ψ′ψmj , where m is some integer satisfying i ≺ m � j

and ψ′ ∈ Ψεi−εm. Choose m to be the smallest possible. In the factorization ψij = ψimψmj

let φ be the rightmost Chevalley factor in ψim, while φ′ the rightmost factor in ψ′. Due to

the choice of m, φ 6= φ′. Further we consider algebras of types B,C separately from D.

In diagrams of types B and C, all arrows have length 1, Fig.4.a. All nodes in the north-

east rectangle CDIH are the same as in Dψij . Therefore CDGF is in Vj−1, by Lemma

3.3. Since φ′ 6= φ, the left move via φ′ maps CF onto BE, modulo CF ⊂ Vj−1, proving

BE ⊂ Vj−1. Applying diagonal moves to BE we get the triangle ADE ⊂ Vj−1 including the

node A, which is wii = wi ⊗ ψvλ.

Figure 4:

❅
❅
❅
❅
❅
❅
❅
❅
❅
❅❅

❅
❅
❅
❅
❅
❅
❅
❅
❅

❄

✛

✛

i
i

j

jm

m

φ′

φ

A B C D

E F
G

IH

a)

❅
❅
❅
❅
❅
❅
❅
❅
❅
❅❅

❅
❅
❅
❅
❅
❅
❅
❅
❅

❛

❄

✛

✛

✠

✠

✠✠

i
i

j

jm

m

φ′

φ

A B C D

E F

G

IH

b)

❅
❅
❅
❅
❅
❅
❅
❅
❅
❅❅

❅
❅
❅
❅
❅
❅
❅
❅
❅

❄

✠

✠

i
i

j

jm

m

φ′

φ

A B C D

E
F ′

F

G

I

H

c)

Now we look at the type D. We can assume that i 6 n − 1, n′ + 1 6 j, since otherwise

this case reduces to already considered. If the length of φ′ is 1, the reasoning is the same
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as above. The only difference is that one may have to use a diagonal move of length 2 in

transition from BE to A, see Fig.4.b. If the length of φ′ is 2, then the transition to BE is

performed via φ′ applied to CF ′ ⊂ Vj−1, as shown on Fig.4.c. This proves that BE ⊂ Vj−1.

Further, all horizontal arrows in the triangle ABE are of length 1 (the factor fαn enters ψ

only once). This situation is similar to the types B and C considered earlier. Thus, the node

A = wii = wi ⊗ ψvλ, belongs to Vj−1.

For i 4 j denote by ||i− j|| the distance (the number of arrows in a path) from i to j on

the Hasse diagram of the natural representation of Uq(g−).

Proposition 3.5. Suppose that i, j ∈ I are such that i ≺ j. Then

wi ⊗ ψijvλ = (−1)||i−j||q−(λ,ϑij)wj ⊗ vλ mod Vj−1. (3.3)

Proof. Suppose that α ∈ Π+ and (i, k) ∈ P (α). By Lemma 3.3, the node wi ⊗ ψkjvλ ∈ D′
ψ

lies in Vj−1 Applying ∆fα = fα ⊗ q−hα + 1⊗ fα to wi ⊗ ψkjvλ we get

wi ⊗ ψijvλ = q−(λ,α)−(α,εj−εk)wk ⊗ ψkjvλ = q−(λ,ϑij−ϑkj)wj ⊗ ψkjvλ mod Vj−1

for all k 4 j. Here we used fαwi = wk and fαψ
kj = ψij for all k 4 j. Proceeding recursively

along the path from i to j with the boundary condition ϑjj = 0 we complete the proof.

3.1 Generalized parabolic Verma modules

Fix a generalized Levi subalgebra k ⊂ g and a weight λ ∈ C∗
k,reg. Let Mh

λ denote the

Verma module of highest weight λ. For each α ∈ Π+
k , there is a singular vector vλ−α ∈ Mh

λ

generating a submodule Mh
λ−α ⊂ Mh

λ , cf. Section 2.1. Set M k
λ to be the quotient of Mh

λ by

the submodule
∑

α∈Π+

k

Mh

λ−α.

We denote by V k
• = (V k

i )
N
i=1 the filtration of CN ⊗M k

λ by the modules V k
i generated by

wk ⊗ vλ, k = 1, . . . , i. For k = h it is the standard filtration considered in the previous

sections. Clearly V k
• is obtained from V h

• through the projection CN ⊗Mh
λ → CN ⊗M k

λ.

Further we show that V k
j /V

k
j−1 vanishes once j ∈ Īk and q is close to 1.

Proposition 3.6. For each λ ∈ C∗
k,reg there is a neighborhood Ω of 1 in C such that the

submodule V k
j is generated by wi ⊗ vλ, i 6 j, i ∈ Ik, for all q ∈ Ω.

Proof. For all j denote by V ′
j ⊂ V k

j the submodule generated by all wi ⊗ vλ with i 6 j and

i ∈ Ik. We aim to prove that V ′
j = V k

j .
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The statement is trivial for j = 1. Suppose it is true for all i < j. If j ∈ Ik, then V
k
j is

generated by wj ⊗ vλ and by V k
j−1 = V ′

j−1, hence the proof. Suppose that j ∈ Īk. Choose the

greatest i such that i⋖ j. Then (i, j) ∈ P (α) for some α ∈ Π+
k . By Lemma 2.2 there exists

an open set Ω ⊂ C containing 1 such that the principal term in f̌ijvλ ≃ vλ−α is not zero for

all q ∈ Ω. Then wj ⊗ vλ ≃ wi⊗ψijvλ ≃ wi⊗ f̌ijvλ = 0 modulo V k
j−1, by Propositions 3.5 and

3.4. By the induction assumption, we conclude that wj⊗vλ ∈ V ′
j−1 and V

k
j = V ′

j−1 = V ′
j .

Corollary 3.7. The graded module grV k
• is isomorphic to the direct sum ⊕j∈IkV

k
j /V

k
j−1.

Recall that the tensor R21R commutes with ∆(x) for all x ∈ Uq(g), [15].

Proposition 3.8. The invariant operator Q = (π⊗ id)(R21R) preserves the standard filtra-

tion. It is scalar on each graded component V k
j /V

k
j−1, j ∈ Ik, with the eigenvalue

xj = q2(λ+ρ,εj)−2(ρ,ε1)+||εj ||
2−||ε1||2, (3.4)

unless V k
j /V

k
j−1 6= {0}.

Proof. The operator Q can be presented as ∆(z)(z−1 ⊗ z−1), for a certain central element

z, [23]. Therefore Q is a scalar multiple on every submodule and factor module of highest

weight of V̂N . Now we do induction on j. The submodule V h
1 is of highest weight, thence it

is Q-invariant. Suppose that V h
j−1 is Q-invariant for j > 1. Since Q is scalar on V h

j /V
h
j−1,

the submodule V h
j is Q-invariant.

The eigenvalue of Q on V h
j /V

h
j−1 is determined by its highest weight and equal to (3.4),

for all j ∈ I, [2]. So the proposition is proved for k = h. The general case is obtained from

this by taking projection to CN ⊗M k
λ and applying Corollary 3.7.

It follows that Q satisfies the polynomial equation
∏

j∈Ik
(Q− xj) = 0 on CN ⊗M k

λ. We

will not address the issue if V k
j /V

k
j−1 survive for all j ∈ Ik as we bypass it in what follows.

4 Representations of quantum conjugacy classes

In this section we extend the ground field C to the local ring C[[~]] of formal power series

in ~. The quantum group U~(g) is a completion of the C[q, q−1]-algebra Uq(g) in the ~-adic

topology via the extension q = e~. Its Cartan subalgebra U~(h) can be generated by hα ∈ h

instead of q±hα.

Assuming that k is fixed, we suppress the corresponding superscripts and write simply

Mλ =M k
λ and V• = V k

• .
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Proposition 4.1. Suppose that λ ∈ C∗
k,reg. Then Mλ is C[[~]]-free.

Proof. The proof is similar to [3], Proposition 6.2, where it is done for a regular pseudo-

parabolic Verma module over Uq
(

sp(n)
)

. The crucial observation is that for all α ∈ Π+
k and

λ ∈ C∗
k,reg the vectors f̂ij(λ) with (i, j) ∈ P (α) can be included in a PBW basis in U~(g−) if

the ring of scalars is C[[~]]. This follows from Lemma 2.2.

Proposition 4.1 implies that the algebra End(Mλ) is also C[[~]]-free. We are going to realize

a quantized conjugacy class of the point lim~→0 q
2hλ ∈ T k

reg as a subalgebra in End(Mλ).

Consider the image of the algebra C~[G] in End(Mλ) under the composition homomor-

phism

C~[G] → Uq(g) → End(Mλ).

Here the algebra Uq(g) is extended over C[[~]]. This representation induces a character, χλ,

of the center of C~[G]. It annihilates the ideal in C~[G] generated by the kernel χλ and by

the entries of the minimal polynomial of Q as a linear operator on CN ⊗Mλ. The center of

C~[G] is generated by

τk = Trq(Q
k) := Tr

(

(π(q2hρ)⊗ 1)Qk
)

∈ U~(g), k = 1, 2, . . . ,

τ− = Trq(Q+)− Trq(Q−), for g = so(2n).

Here Q± are the images of R21R in End(W±) ⊗ Uq(g), were W± ⊂ ∧n(Cn) are finite di-

mensional irreducible modules of highest weights
∑n−1

i=1 εi ± εn. In the classical limit, this

invariant separates two SO(2n)-conjugacy classes whose eigenvalues are all distinct from ±1.

They are flipped by any inversion xi ↔ x−1
i , i = 1, . . . , n, and amount to an O(2n)-conjugacy

class. If ±1 is in the spectrum, the O(2n)-conjugacy class is also an SO(2n)-class. In this

case, τ− is redundant.

Theorem 4.2. Let k ⊂ g be a generalized Levi subalgebra, λ ∈ C∗
k,reg, and Mλ = M k

λ the

corresponding generalized parabolic Verma module. Then

i) the annihilator of Mλ in C~[G] is generated by

(

∏

i∈Ik

(Q− xi)
)

ij
, i, j = 1, . . . , N,

χλ(τk)−
N
∑

i=1

xki
∏

α∈R+

q(λ+ρ+εi,α) − q−(λ+ρ+εi,α)

q(λ+ρ,α) − q−(λ+ρ,α)
, k = 1, . . . , N,

χλ(τ
−)−

n
∏

i=1

(

q2(λ+ρ,εi) − q−2(λ+ρ,εi)
)

, g = so(2n),

16



where xi is given by (3.4),

ii) the image of C~[G] in End(Mλ) is an equivariant quantization of C~[Ox], x = lim~→0 q
2hλ,

iii) this quantization is independent of the choice of initial point and is an exact representa-

tion of the unique quantum conjugacy class of x.

Proof. The statements i) and ii) for all types of classes are proved in [2, 3, 4, 5], for certain

regular k = k0. For arbitrary k there is an element σ of the Weyl group such that R+
k = σ(R+

k0
).

The shifted action λ0 7→ σ(λ0 + ρ) − ρ = λ takes C∗
k0,reg

to C∗
k,reg. It preserves the central

characters and takes the set of eigenvalues of Q on CN ⊗ M̂ k0
λ0

to eigenvalues on CN ⊗ M̂ k
λ.

Moreover, σ{xi}i∈Ik0 = {xi}i∈Ik as σ relates the orderings ⋖ relative to k0 and k. This

implies that the annihilator of M k0
λ in C~[G] vanishes on M

k
λ, that is, there is an equivariant

homomorphism C~[G/K0] → End(M k
λ). In order to complete the proof, we need to show

that this homomorphism is an embedding.

Since C~[G/K0] is a direct sum of C[[~]]-finite isotypic U~(g)-components and End(M k
λ) is

C[[~]]-free, the image of C~[G/K0] is C[[~]]-free. The algebra C[G/K0] has no proper invariant

ideals, hence the kernel of the map C~[G/K0] → End(M k
λ) is zero. This completes the

proof.
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